Topic Modeling for Segment-based Documents

(Extended Abstract)*

Giovanni Ponti1, Andrea Tagarelli2, and George Karypis3

1 ENEA - Portici Research Center, Italy
2 Department of Electronics, Computer and Systems Sciences, University of Calabria, Italy
3 Department of Computer Science & Engineering, Digital Technology Center, University of Minnesota, Minneapolis, USA

Abstract. Statistical topic models have traditionally assumed that a document is an indivisible unit for the generative process, which may not be appropriate to handle documents that are relatively long and show an explicit multi-topic structure. In this paper we describe a generative model that exploits a given decomposition of documents in smaller, topically cohesive text units, or segments. The key-idea is to introduce a new variable in the generative process to model the document segments in order to relate the word generation not only to the topics but also to the segments. Moreover, the topic latent variable is directly associated to the segments, rather than to the document as a whole. Experimental results have shown the significance of the proposed model and its better support for the document clustering task compared to other existing generative models.

1 Introduction

In recent years, there has been a growing interest towards statistical topic models [8, 2, 18, 12, 10, 16], which assume that a document can be represented as a mixture of probability distributions over its constituent terms, where each component of the mixture refers to a main topic. The document representation is obtained by a generative process, i.e., a probabilistic process that expresses document features as being generated by a number of (latent) variables. Unlike conventional vector-space text models, topic models are able to involve latent semantic aspects underlying correlations between words to leverage the structure of topics within a document. This ability becomes particularly relevant when documents explicitly belong to multiple topical classes, and the different topics are discussed at different parts of the text, which is frequent in real-world datasets.

However, classic generative models for documents like PLSA [8] and LDA [2] are not really able to capture topic correlations. A major reason behind this limitation is that they rely on the bag-of-words assumption, which allows for keeping the model’s computational complexity acceptable, but also incorrectly assumes independence among the word-topics in the document.

In this work, we present a Segment-based Generative Model (SGM) which allows for alleviating the limitations due to the bag-of-words assumption in the context of
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(multi-topic) documents by exploiting the underlying composition of documents into topically coherent text blocks, or segments. Unlike other existing generative models, term generation in SGM is related not only to topics but also to segments. As a consequence, the latent variable that models topics is being associated to the within-document segments, rather than to the document as a whole. In addition, although this model will continue to treat each segment as a bag-of-words, the word-to-topic assignments will be contextualized w.r.t. the various segments, thus generating proper topic distributions for each term according to the segment in which the term occurs.

We evaluated the effectiveness of our generative model in a document clustering task. Experiments conducted on multi-topic document collections have shown that our segment-based approach to document generative modeling improves document clustering performance w.r.t. the other competing models. Moreover, clustering of topically-segmented documents based on our generative model has shown to outperform a traditional document clustering approach in which segments are represented based on the conventional vector-space model.

2 Related Work

The problem of identifying a topic feature space in a given document collection has been originally addressed by mapping the term-document representation to a lower-dimensional latent “semantic” space. Following this line, one of the earliest methods was Probabilistic Latent Semantic Analysis (PLSA) [8], in which the conditional probability between documents and terms is modeled as a latent variable. An extension of PLSA, called Ext-PLSA [10], has also been proposed to specifically support document clustering. Latent Dirichlet Allocation (LDA) [2] is a corpus-oriented model, since the generative process consists of a three-level scheme that involves the whole collection, the documents, and the words in each document. Since exact inference in LDA is not tractable, a number of approximate inference approaches have been developed. Moreover, although possessing a consistent generative semantics, LDA is not able to capture correlations among topics, since the topic proportions as derived from a Dirichlet distribution are substantially independent.

Text segmentation is concerned with the fragmentation of an input text into smaller units (e.g., paragraphs) each possibly discussing a single main topic. Regardless of the presence of logical structure clues in the document, linguistic criteria and statistical similarity measures have been mainly used to identify thematically-coherent, contiguous text blocks in unstructured documents (e.g., [7, 1, 5]). The TextTiling algorithm [7] is the exemplary similarity-block-based method, which has been successfully used in several application domains for retrieval purposes. TextTiling is able to subdivide a text into multi-paragraph, contiguous and disjoint blocks that represent passages, or subtopics.

To the best of our knowledge, there are only a few studies that address topic modeling and text segmentation in a combined way [4, 15, 13]. The key idea is generally to improve the performance of text segmentation algorithms under the assumption that topic segments tend to be lexically cohesive and a switch to a topic corresponds to a shift in the term distribution. Our proposal differs from these methods significantly, since it does not define a new topic-based segmentation approach. Rather, we design a document generative model specifically for topically-segmented documents. Thus,
being able to involve terms as well as text segments in a document in the generative process, our approach aims to lead to a finer-grained identification of topic distributions in the document generative process.

In the same direction as ours, the STM model [6] also exploits the availability of document segments in the generative process. It substantially extends LDA by introducing a further level to represent the document segments. Although our SGM and STM are both generative models that handle document segments, they are quite different in terms of latent variable dependences (STM is a generative model for a corpus, whereas SGM is able to generate model topics for a single document independently of the others in the collection), and of generative process complexity (a four-level model for STM w.r.t. a two-level one for SGM).

3 Segment-based Generative Model

We are given a collection of documents $D = \{d_1, \ldots, d_N\}$ and a set of words $V = \{w_1, \ldots, w_M\}$, which represents the vocabulary of $D$. Each document $d \in D$ is a sequence of $n_d$ words. We denote with $Z = \{z_1, \ldots, z_T\}$ the set of hidden topics, where $Z$ represents a latent variable model that associates topics (unobserved class variables) with word occurrences (observed data). We suppose that each document $d \in D$ is provided as a set $S_d$ of contiguous, non-overlapping text blocks, or segments, and that such segments are obtained by some text segmentation method (cf. Section 2). However, we do not make any particular assumption about the document segmentation strategy (provided that it is in principle coherent to the topical structure of the documents) and the algorithmic choices of the specific text segmentation method used.

Figure 1 illustrates the graphical model representation of SGM, by which nodes correspond to variables and boxes are plates representing replicates of the enclosed variables. SGM utilizes one latent variable $Z$ to model topic distributions, whereas the model variable $S = \{S_1, \ldots, S_N\}$ is used to represent document segments. The generative process performed by SGM on a corpus $D$ of segmented documents can be summarized as follows:

1. Select a document $d$ from $D \Rightarrow Pr(d)$
2. For each segment $s \in S_d$:
   a) Choose a topic $z$ for the document $d \Rightarrow Pr(z|d)$
   b) Associate topic-to-segment probability to the segment $s$ for the selected topic $z$
      $\Rightarrow Pr(s|z)$

Fig. 1. Plate-based graphical model representation of SGM. The outer plate represents documents ($d$), whereas the inner plates represent the repeated choice of topics ($z$) and segments ($s$) and of words ($w$) within a document.
Table 1. Datasets used in the experiments

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Size (#docs)</th>
<th>#Words</th>
<th>Avg #labels</th>
<th>Avg #labels per doc</th>
<th>Avg #topic-sets</th>
<th>Avg #docs per topic-set</th>
</tr>
</thead>
<tbody>
<tr>
<td>IEEE</td>
<td>4,691</td>
<td>129,076</td>
<td>12</td>
<td>4.56</td>
<td>76</td>
<td>61.72</td>
</tr>
<tr>
<td>PubMed</td>
<td>3,687</td>
<td>85,771</td>
<td>15</td>
<td>3.20</td>
<td>33</td>
<td>111.73</td>
</tr>
<tr>
<td>RCV1</td>
<td>6,588</td>
<td>37,688</td>
<td>23</td>
<td>3.50</td>
<td>49</td>
<td>134.45</td>
</tr>
</tbody>
</table>

e) For each word \( w \) in the segment \( s \):
   - Choose a word \( w \) from the current topic and segment \( \Rightarrow \Pr(w|z, s) \)

The above generative process can be translated into a joint probability model for triadic data, in which each observation is expressed by a triad defined on documents, segments, and words:

\[
\Pr(d, s, w) = \Pr(d) \sum_{z \in Z} \Pr(z|d) \Pr(s|z) \Pr(w|z, s)
\]

Model parameter estimation is accomplished by the Expectation Maximization (EM) algorithm. Since SGM has one latent variable \( (Z) \) that models the document topics, the E-step consists in estimating the posterior probabilities of \( Z \) given the known model variables:

\[
\Pr(z|d, s, w) = \frac{\Pr(z, d, s, w)}{\Pr(d, s, w)} = \frac{\Pr(z|d) \Pr(s|z) \Pr(w|z, s)}{\sum_{z \in Z} \Pr(z|d) \Pr(s|z) \Pr(w|z, s)}
\]

The M-step aims to maximize the expected value of the log-likelihood, \( E[L] \), which is computed as

\[
E[L] = \sum_{d \in D} \sum_{s \in S_d} \sum_{w \in V} n(d, s, w) \log(\Pr(d, s, w))
\]

where \( n(d, s, w) \) is the number of occurrences of word \( w \) in the segment \( s \) of a given document \( d \). Note that the above formula takes into account only the relevant part of the log-likelihood function, since it is trivial to estimate \( \Pr(d) \) as proportional to \( \sum_{s \in S_d} \sum_{w \in V} n(d, s, w) \).

4 Evaluation and Results

4.1 Methodology

We conducted an experimental evaluation aimed at assessing the impact of using the SGM representation of documents on the performance of a document clustering task. Clustering documents with an inherent multi-topic structure is traditionally accomplished by a soft (e.g., fuzzy) clustering method to produce overlapping clusters of documents. However, we pursue the idea that the particular document representation offered by generative models can enable simpler (i.e., hard) clustering schemes. Since the generative process produces a topic distribution for each document in the corpus (i.e., \( \Pr(z|d) \)), documents are represented as probability mass functions (pmfs) that are defined over a feature space underlying topics. This topic-feature space is usually lower-dimensional than conventional term-feature space, and is identified by a mixture model of the topic distributions for any given document.

To perform document clustering, we used a centroid-based-linkage agglomerative hierarchical algorithm for clustering document pmfs, which was developed in our earlier work [11]. In the algorithm, the notion of prototype (centroid) of a cluster is defined
as a mixture that summarizes the pmfs of the documents within that cluster. Moreover, the cluster merging criterion, which decides the pair of clusters to be merged at each step, utilizes the Hellinger distance to compare the cluster prototypes. Note that the Hellinger distance can be viewed as the information-theoretic counterpart of the popular cosine similarity, since it is derived from the Bhattacharyya coefficient [9] which represents the cosine between any two vectors that are composed by the square root of the probabilities of their mixtures.

For the experimental evaluation, we used three collections of multi-topic documents belonging to different application domains, whose main characteristics are summarized in Table 1. To perform document segmentation, we used TextTiling (cf. Section 2) and set its parameters around the values suggested in [7], by varying the token-sequence size around $\pm 10$ of the default 20 and the text unit size from 3 to 15. We finally selected three configurations, corresponding to the minimum, the average, and the maximum segmentation level (i.e., number of segments produced); we will use symbols $\text{SGM}^{\text{min}}$, $\text{SGM}^{\text{avg}}$, and $\text{SGM}^{\text{max}}$ to refer to instances of SGM applied to these three segmentation schemes, for a given document collection.

We adopted an external cluster validity approach, in order to assess how well a document clustering solution fits the topic-set-based reference classification for a given dataset. We derived such reference classifications by exploiting the availability of topic-labels in each dataset: since topic distributions identify the set of covered topics in each document, documents that are clustered together tend to have similar profiles of their mixtures of topics. We call a topic-set $\theta$ a subset of topics in $\mathcal{Z}$ that is entirely covered by at least one document. Topic-sets are regarded as sets of topic-labels that may overlap, whereas documents are kept organized in disjoint groups. Therefore, the assignment of topic-sets to documents allows for inducing a multi-topic, hard classification for the documents in a given dataset, which can be exploited as a reference classification for clustering evaluation purposes. The last two columns of Table 1 report on statistics about the topic-sets that were identified on each of the evaluation datasets, with a coverage of at least 20 documents per topic-set. As an example of topic-set construction, consider a set of documents $\mathcal{D} = \{d_1, \ldots, d_7\}$ and a set of topic-labels $\mathcal{Z} = \{z_1, \ldots, z_5\}$ in $\mathcal{D}$. Suppose that an external document labeling information produces an assignment of each document in $\mathcal{D}$ with a subset of topics in $\mathcal{Z}$ as follows: $d_1 \leftarrow \{z_3, z_5\}$, $d_2 \leftarrow \{z_1, z_4\}$, $d_3 \leftarrow \{z_1, z_2, z_5\}$, $d_4 \leftarrow \{z_1, z_4\}$, $d_5 \leftarrow \{z_3, z_5\}$, $d_6 \leftarrow \{z_1, z_4\}$, $d_7 \leftarrow \{z_1, z_2, z_5\}$. Three distinct topic-sets are hence present in $\mathcal{D}$, i.e., $\theta_1 = \{z_3, z_5\}$, $\theta_2 = \{z_1, z_4\}$, $\theta_3 = \{z_1, z_2, z_5\}$, which correspond to a 3-class partition of $\mathcal{D}$: $\{\{d_1, d_5\}, \{d_2, d_4, d_6\}, \{d_3, d_7\}\}$.

To compare clustering solutions and reference classification, we resorted to three widely used criteria in document clustering, namely $F$-measure ($F$), Entropy ($E$), and Normalized Mutual Information (NMI). Higher (resp. lower) values of $F$ and NMI (resp. $E$) correspond to better clustering quality.

## 4.2 Results

We present here document clustering results obtained by SGM and the selected competing models, namely PLSA, LDA and Ext-PLSA. The generative processes of the various models were set in such a way that the topic variable assumed the same number of values as the number of topic-labels given for each dataset. Ext-PLSA also required a further latent variable related to the size of the desired clustering solutions. For this
study, we carried out the algorithms on CRESCO HPC system,\textsuperscript{4} which is integrated into ENEA-GRID infrastructure. CRESCO is a general purpose system composed by 382 nodes with more than 3300 cores. We executed our experiments on a CentOS 5.5 platform, with Linux 2.6.18 kernel, 64GB memory, 4 Intel(R) Xeon(R) CPU E7330, 2.40GHz quadcore [3].

We initially investigated how clustering performance based on our SGM depends on the selected segmentation strategy. For this purpose, we tested SGM on the evaluation datasets by providing it with different input segmentations, namely SGM\textsuperscript{max}, SGM\textsuperscript{min}, and SGM\textsuperscript{avg}. We report results only for a selected dataset, as conclusions drawn from the remaining datasets were very similar to those here presented. Table 2 shows clustering results obtained on IEEE. In the table, we can observe that neither minimizing nor maximizing the number of segments improved the clustering accuracy obtained based on SGM\textsuperscript{avg}. Nevertheless, a higher number of segments would seem to be preferable to a smaller one. In fact, SGM\textsuperscript{max} achieved a little gain over SGM\textsuperscript{min} in terms of $E$ and NMI (both around 0.02), while being comparable on $F$ based evaluation. This can be explained since more segments would lead to discover (sub)topics that are hierarchically related to the main ones but also would tend to overfit the data, as the occurrences of any specific word will be diluted over the many segments and, consequently, such a topic-word over-specificity will correspond to more topic distributions.

Table 3 summarizes clustering results, where we used SGM\textsuperscript{avg}. A first evident remark is that our SGM led to the best clustering quality results. In fact, improvements in F-measure varied from 0.06 (vs. Ext-PLSA) to 0.16 (vs. LDA). Major improvements in terms of F-measure obtained by SGM were observed on IEEE and PubMed (above 0.08 on average better than the best among the competing models), whereas on RCV1 the performance gain was lower (about 0.02). This would indicate that benefits from text segmentation in document generative modeling are more evident for relatively long documents than short ones. Moreover, looking at the performance based on the other quality measures, average quality gains achieved by our SGM were quite similar to those previously discussed in terms of F-measure. In particular, SGM outperformed the other methods in terms of entropy, from 0.05 (vs. LDA) to 0.13 (vs. Ext-PLSA). In terms of NMI, quality improvements were from 0.05 (vs. LDA) to 0.14 (vs. Ext-PLSA). Comparing the performance of the competing methods, LDA outperformed both PLSA and
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Table 4. Comparison with traditional VSM-based document clustering

<table>
<thead>
<tr>
<th>Dataset</th>
<th>SGM-based clustering</th>
<th>VSM-based clustering</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>F</td>
<td>E</td>
</tr>
<tr>
<td>IEEE</td>
<td>0.63</td>
<td>0.59</td>
</tr>
<tr>
<td>PubMed</td>
<td>0.58</td>
<td>0.42</td>
</tr>
<tr>
<td>RCV1</td>
<td>0.56</td>
<td>0.48</td>
</tr>
<tr>
<td>Avg score</td>
<td>0.61</td>
<td>0.49</td>
</tr>
</tbody>
</table>

Ext-PLSA according to entropy and NMI (up to 0.11 E and 0.12 NMI both on IEEE), whereas Ext-PLSA behaved better than the other two methods in the case of F-measure evaluation (up to 0.12 F on RCV1). This would suggest that by using LDA clustering solutions tend to be less coarse than those obtained by PLSA and Ext-PLSA—because F-measure is typically biased towards coarser clustering.

Comparison with traditional document clustering. We also compared the performance achieved by clustering the segmented documents based on our SGM with an approach that first performs the clustering of the segments from the document collection (by treating each segment as a single mini-document), and finally derives a document clustering solution. For this purpose, in the baseline method segments were represented by the conventional vector-space model (VSM) equipped with the popular $tf.idf$ term relevance weighting scheme. Clustering of the segments was performed by using the Bisecting K-Means [14] algorithm, which is widely known to produce high-quality, hard clustering solutions in high-dimensional, large datasets [17]. The segments that belong to the documents in the various collections were represented as conventional $tf.idf$ vectors prior to inputting them to the clustering algorithm. Since the partitioning of the segment collection produced by Bisecting K-Means corresponds to a potentially soft clustering of the documents, we devised a simple method to derive a hard assignment of documents to clusters by adopting a majority voting strategy (i.e., each document is assigned to the cluster that contains the majority of its segments). Finally, the document clustering solution derived by this approach was evaluated w.r.t. the reference classification based on topic-sets for any specific dataset.

Table 4 summarizes results of this comparative analysis. SGM-based clustering always outperformed the VSM-based clustering on all datasets, achieving average improvement per dataset of 0.31 F, 0.26 E, and 0.26 NMI. By modeling segmented documents, SGM was indeed able to directly produce a hard document clustering that corresponds to a finer mapping of documents to topic-sets, which is well-suited for better reflecting the multi-topic nature of documents. Conversely, by treating segments that belong to same document as independent text units to be clustered, the baseline document clustering approach tends to produce solutions whose document clusters are likely to be biased by those topics that are present in most of the segments within the same document.

5 Conclusions

We presented a generative model for topically-segmented documents, which introduces a segment model variable in the generative process. The topics of a document in a given collection are modeled as a mixture of the individual distributions of the topics present in each of the document segments. In this way, the bag-of-words assumption (which is typically exploited in statistical topic modeling) becomes more realistic since..
it is transferred to smaller text units, i.e., the document segments. As experimentally proved, the topic modeling obtained on the within-document segments is better suited for documents that have an explicit multi-topic class structure.
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